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Abstract—Next-generation wireless networks will integrate
multiple wireless access technologies to provide seamless mobility
to mobile users with high-speed wireless connectivity. This will
give rise to a heterogeneous wireless access environment where
network selection becomes crucial for load balancing to avoid
network congestion and performance degradation. We study the
dynamics of network selection in a heterogeneous wireless network
using the theory of evolutionary games. The competition among
groups of users in different service areas to share the limited
amount of bandwidth in the available wireless access networks
is formulated as a dynamic evolutionary game, and the evolu-
tionary equilibrium is considered to be the solution to this game.
We present two algorithms, namely, population evolution and
reinforcement-learning algorithms for network selection. Al-
though the network-selection algorithm based on population evo-
lution can reach the evolutionary equilibrium faster, it requires
a centralized controller to gather, process, and broadcast infor-
mation about the users in the corresponding service area. In
contrast, with reinforcement learning, a user can gradually learn
(by interacting with the service provider) and adapt the decision
on network selection to reach evolutionary equilibrium without
any interaction with other users. Performance of the dynamic evo-
lutionary game-based network-selection algorithms is empirically
investigated. The accuracy of the numerical results obtained from
the game model is evaluated by using simulations.

Index Terms—Evolutionary equilibrium, evolutionary game
theory, heterogeneous wireless access networks, Nash equilibrium,
network selection, replicator dynamics.

I. INTRODUCTION

N EXT-GENERATION wireless networks will integrate dif-
ferent wireless access technologies such as the IEEE

802.16-based wireless metropolitan area networks (WMANs),
cellular networks, and the IEEE 802.11-based wireless local
area networks (WLANs) into a heterogeneous wireless net-
work. Integration of these technologies will improve the per-
formance of wireless connectivity and support seamless user
mobility. While seamless mobility in a heterogeneous environ-
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ment can be achieved through a vertical handoff in which a con-
nection can be handed over among multiple wireless networks,
network capacity can be improved through load balancing [1].
With multiple available wireless networks, wireless traffic load
can be balanced to avoid congestion and performance degrada-
tion in any of the networks. Load balancing in a heterogeneous
network can be achieved by using either a network-driven or
a user-driven approach. With a network-driven approach, a
centralized controller assigns network resources to the connec-
tions in a service area. However, in this approach, all available
wireless networks must be tightly integrated, and large commu-
nication overhead could be incurred. Alternatively, with a user-
driven load-balancing approach, network-selection algorithms
are implemented at the user mobile. Such an approach may be
preferred due to its low implementation complexity and low
communication overhead.

We consider user-driven load balancing in a heterogeneous
wireless network. A dynamic evolutionary game with multiple
populations is used to analyze the dynamic behavior of the users
for network selection. In particular, the game is formulated to
logically model the competition among groups of users in the
different service areas in which different numbers and different
types of wireless technologies are available (i.e., WMAN,
cellular network, and WLAN). Evolutionary equilibrium is
considered as the solution to this competition. To obtain the so-
lution, we present two algorithms, namely, population evolution
and reinforcement learning algorithms for network selection.
While the population evolution algorithm uses information
about the users in the corresponding service area, the reinforce-
ment learning algorithm utilizes only local knowledge obtained
through learning to reach the evolutionary equilibrium. In ad-
dition, for comparison purposes, we formulate this competition
as a noncooperative game for which the Nash equilibrium is
considered as the solution. Extensive performance evaluation
is performed, and the numerical results reveal the dynamics of
network selection in a heterogeneous wireless network.

The major contributions of this paper can be summarized as
follows.

• A game-theoretic approach is presented to solve the prob-
lem of network selection in the heterogeneous wireless
access networks considering users with different wireless
access service requirements. In particular, the theory of
evolutionary games is used to investigate the dynamics of
user behavior and solution in network selection.

• The solution to the network-selection problem obtained
from the evolutionary game model is compared to the
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Nash equilibrium solution obtained from a classical non-
cooperative game model.

• Both centralized and distributed algorithms are proposed
to implement the proposed evolutionary game model for
network selection.

The rest of this paper is organized as follows. Related
works are reviewed in Section II. The system model for
the heterogeneous wireless access network is described in
Section III. Section IV presents an overview of evolution-
ary game theory. Section V presents the formulation of an
evolutionary game model for the network-selection problem
in a heterogeneous wireless access network. The population
evolution and the reinforcement learning algorithm approaches
for network selection are presented in Section VI. Section VII
presents the performance evaluation results. Conclusions are
stated in Section VIII.

II. RELATED WORK

A. Heterogeneous Wireless Networks and Network Selection

The problem of integrating WLANs into the cellular wireless
networks was investigated in the literature [2]–[4]. In [2], a
hierarchical radio resource management framework was de-
signed to support a seamless handoff between a WLAN and a
cellular network. An admission control scheme for a vertical
handoff in an integrated WLAN and code-division multiple
access (CDMA) cellular network was proposed in [3], where an
optimization problem was formulated to minimize call blocking
probability while throughput and packet delay performances
are maintained at the target level. In [4], a performance analy-
sis model for an integrated cellular network and a WLAN
was proposed. However, all these works ignored the issue of
competition among users to access different types of wireless
networks, and hence, the dynamics of network selection.

B. Applications of Game Theory in Wired and
Wireless Networking

Game theory was applied to solve the radio resource man-
agement problem in wireless networks. In [5], the admission
and rate control problem for CDMA systems was formulated as
a noncooperative game. The formulation considered the choice
of a user to churn from one service provider to another. The
decision on whether a new user can be admitted or not and
the allocated transmission rate were determined from the Nash
equilibrium. A similar approach was used in [6] to solve the
admission control problem in WLANs. An evolutionary game
was used to model the network routing problem in [7]. In this
paper, users were modeled as a population who can choose the
route of data flow to the destination. However, all these works
considered only a single wireless access network.

C. Pricing in Heterogeneous Wireless Networks

In a heterogeneous wireless access network, pricing can be
used as a mechanism for resource allocation, admission control,
and network selection. Three different approaches, namely,
auction-based [8], optimization-based [9], and demand/supply-

Fig. 1. Service areas under consideration in a heterogeneous wireless-access
environment.

based [10] approaches, were applied for pricing in a het-
erogeneous network. In [8], mobile users bid for the radio
resources from multiple radio access technologies by informing
the service provider of their price and QoS requirements. Then,
the service provider makes a decision on resource allocation
in different wireless access networks to maximize the revenue.
In contrast to the network-centric viewpoint, we take a user-
centric viewpoint where users can independently select the
access network, and the network-selection problem is modeled
as an evolutionary game among groups of users.

III. SYSTEM MODEL AND ASSUMPTIONS

A. Wireless Access Networks

We consider a heterogeneous wireless access environment
consisting of IEEE 802.16-based WMANs, CDMA cellular
networks, and IEEE 802.11-based WLANs, as shown in Fig. 1.
An IEEE 802.16-based WMAN is based on WirelessMAN-SC,
which is a single-carrier interface [11]. We consider a wide-
band CDMA-based cellular wireless access system [12]. We
consider an IEEE 802.11 WLAN radio interface with a dis-
tributed reservation-based medium-access-control (MAC) pro-
tocol, namely, early backoff announcement (EBA) [13], which is
an enhanced version of distributed coordination function MAC
and is able to reserve a certain amount of bandwidth for a
particular user.

A mobile with multiple radio transceivers is able to connect
to the different radio access networks. We consider a geo-
graphic region that is entirely covered by a WMAN base station
(i.e., one IEEE 802.16 cell), partly covered by the cellular base
station, and partly by the WLAN access point, as shown in
Fig. 1. Users in the different service areas in this region have
an access to different types and different numbers of wireless
networks. In the system model, we do not consider the mobility
of the users explicitly.

B. Pricing Model and Service Class

We assume that the service providers use a linear pricing
model. In particular, the price per connection/user is a linear
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function of the total number of connections/users in the cor-
responding coverage area (or cell). When a coverage area be-
comes congested, service providers in that area charge a higher
price to gain more revenue. Furthermore, such a nondecreasing
pricing function can avoid congestion in a wireless network
[14]. A congestion pricing model with a similar spirit was
used in [15]. If there are multiple classes of services, and if
users in each service class have different preference on QoS
performance, the framework for network selection developed
in this paper can be used by users in each service class. In such
a scenario, pricing could be different for different classes of
users.

IV. EVOLUTIONARY GAME—AN OVERVIEW

A. Population, Evolution, and Solutions

In noncooperative game theory, a game can be described
by a set of players, a set of strategies associated with each
player, the payoff of each player given a chosen strategy, and the
solution of all players. However, an evolutionary game extends
the formulation of a noncooperative game by including the
concept of population. This population is a group of individuals
(i.e., players) in which the number of individuals can be finite
or infinite. Further, in an evolutionary game model, there could
be a single or multiple populations. The individuals from one
population may choose strategies against individuals in another
population. An evolutionary game defines a foundation to ob-
tain the equilibrium solution for the game of the populations.

B. Motivation of Using Evolutionary Game

Although evolutionary game theory was originally developed
for biology [16], [17], its applications in other fields are grow-
ing due to the following reasons.

1) Solution refinement: In traditional game theory, the Nash
equilibrium is the most popular solution. It ensures that
a player cannot improve its payoff if none of the other
players in the game deviates from the solution. How-
ever, when the solution to a noncooperative game has
multiple Nash equilibria, a refined solution is required.
Evolutionary equilibrium, which is based on the theory
of evolutionary game theory, provides such a refined
solution, and it ensures stability (i.e., group of players will
not change their chosen strategies over time).

2) Bounded rationality: Unlike a classical single-play non-
cooperative game, in which all of the players make de-
cisions that lead immediately to the desired solution, an
evolutionary game involves players slowly changing their
strategies to achieve the solution eventually.

3) Dynamics in the game model: An evolutionary game can
explicitly capture the dynamics of interaction among the
players in a population. In an evolutionary game, a player
can observe the behavior of other players, learn from
the observations, and make the best decision based on
its knowledge. In addition, with replicator dynamics, the
state of the game can be determined at a particular point
in time, which is useful for investigating the trajectory

(i.e., trend) of the strategies of the players while adapting
their behavior to reach the solution.

C. Replicator Dynamics and Evolutionary Equilibrium

In a dynamic evolutionary game, an individual from a popu-
lation (i.e., a player in the game), who is able to reproduce (i.e.,
replicate) itself through the process of mutation and selection, is
called a replicator. In this case, a replicator with a higher payoff
can reproduce itself faster. When the reproduction process
takes place over time, this can be modeled by using a set of
ordinary differential equations called replicator dynamics. This
replicator dynamics is important for an evolutionary game since
it can provide information about the population (e.g., proportion
of individuals who choose different strategies), given a partic-
ular point in time. This replicator dynamics is also useful to
investigate the speed of convergence of strategy adaptation to
reach a solution to the game.

In replicator dynamics, it is assumed that an individual
chooses pure strategy i from a finite set of strategies where the
total number of available strategies in this set is I . Let ni denote
the number of individuals choosing strategy i, and let the total
population size be N =

∑I
i=1 ni. The proportion of individuals

choosing strategy i is xi = ni/N , and it is referred to as the
population share. The population state can be denoted by the
vector x = [x1 · · · xi · · · xI ]. The replicator dynamics
can be defined as follows:

ẋi(t) = xi(t) (πi(t) − π(t)) (1)

where πi(t) is the payoff of the individuals choosing strategy
i, and π(t) is the average payoff of the entire population.
Based on the replicator dynamics, the evolutionary equilibrium
is defined as the set of fixed points of the replicator dynamics
that are stable. This evolutionary equilibrium is a desirable
solution to the evolutionary game since when the population of
players evolves over time (i.e., based on replicator dynamics),
it will converge to the evolutionary equilibrium. Furthermore,
at this evolutionary equilibrium, none of the individuals wants
to change its strategy since its payoff is equal to the average
payoff of the population.

V. EVOLUTIONARY GAME FORMULATION OF THE

NETWORK SELECTION PROBLEM IN HETEROGENEOUS

WIRELESS NETWORKS

We model the network-selection problem by using a dy-
namic evolutionary game. In particular, given the capacity
allocated to a certain class of users, users at the different (i.e.,
geographically separated) service areas compete to share the
available bandwidth from different wireless networks. Here, an
evolutionary game is used since it can capture the dynamics
of network selection (i.e., strategy adaptation) based on the
available information and bounded rationality of the users.
That is, a user slowly changes the network (i.e., evolves) if its
observed payoff is less than the average payoff of all users in
the same group (i.e., users in the same service class in the same
area). For this evolutionary game, the evolutionary equilibrium
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is considered as the solution, which ensures that all users in the
same group receive identical payoff.

A. Formulation of the Evolutionary Game

The evolutionary game for the network-selection problem in
a heterogeneous wireless network can be described as follows.

• Players: For a particular service class, each user in each
service area who can choose among multiple wireless
access networks is a player of the game. For example, in
Fig. 1, considering a particular service class, the players
are the users in that service class in areas 2 and 3 who
compete for bandwidth from WMAN, cellular network,
and WLAN. Note that the users in area 1 are not involved
in the game since the WMAN is the only wireless access
network available to these users.

• Population: For a particular service class, the population
in this evolutionary game refers to the set of users in a
service area. We assume that the population corresponding
to a service area is finite. In Fig. 1, users in area 2 form a
population, and users in area 3 form another population.

• Strategy: The strategy of each user corresponds to the
selection of a wireless access network. In Fig. 1, the set
of strategies for the players in area 2 is {wm, ce}, while
that for the players in area 3 is {wm, ce, wl}.1

• Payoff: The payoff of a player is determined by his net
utility.

To obtain the payoff, we use a concave utility function to
quantify a user’s satisfaction on achievable throughput. For
a particular service class, the net utility of a user in area a
choosing network i can be expressed as U(Ti(n)) − Pi(n),
where n is the total number of users in area a choosing network
i, Pi(n) is the pricing function, Ti(n) is the throughput of the
user, and U denotes the utility function [18]. The throughput of
each user can be computed from allocated capacity C

(a′)
i for the

corresponding service class. For brevity, from now on, we will
not refer to the service class, and when we refer to the users,
they are assumed to be from a particular service class.

We assume that all users selecting network i are allo-
cated equal amounts of bandwidth from network i. Therefore,
the net utility function can be defined as follows: π

(a′)
i =

U(C(a′)
i /(

∑
a∈A(a′) n

(a)
i )) − pi

∑
a∈A(a′) n

(a)
i , where n

(a)
i is

the number of users in area a choosing network i, C
(a′)
i is

the network capacity in area a′ (i.e., total capacity associated
with WMAN and/or cellular base station and/or WLAN access
point), pi is the coefficient of linear pricing function used by
network i to charge a user, and A

(a′) is the set of subareas
in coverage area a′. Note that the coverage area of an access
network may include multiple coverage areas of another access
network (Fig. 1). For the WMAN coverage area in Fig. 1, this
set can be defined as A

(a′) = {1, 2, 3} since areas 1, 2, and 3
are in the coverage area of the WMAN base station.

1Throughout this paper, we use wm, ce, and wl to denote WMAN, cellular
network, and WLAN, respectively. These abbreviations are applied to the
variables associated with these wireless access networks.

Let N (a) denote the total number of users in area a and x
(a)
i

the proportion of users choosing network i. The net utility can
be expressed as follows:

π
(a′)
i (x) = U

(
C

(a′)
i∑

a∈A(a′) N (a)x
(a)
i

)
− pi

∑
a∈A(a′)

N (a)x
(a)
i

(2)

where x denotes the vector of the proportion of users choosing
different networks in all areas. For the service areas in Fig. 1,
the net utility of users in the coverage area of WMAN can be
obtained from

π(1)
wm(x) = U

(
C

(1)
wm

nwm

)
− pwmnwm (3)

where nwm = N (1) + N (2)x
(2)
wm + N (3)x

(3)
wm, and x =

[ x
(2)
wm x

(3)
wm x

(3)
ce ]. Note that π

(2)
ce (x) and π

(3)
wl (x) can be

obtained in a similar way.

B. Replicator Dynamics and Evolutionary Equilibrium of
Network Selection

We consider an evolutionary game of network selection in
a heterogeneous wireless network where the group of users in
area a can choose among the available wireless access networks
(i.e., select strategy i). The game is repeated, and in each period
(i.e., in each generation), a user observes the net utility (i.e.,
payoff) of other users in the same area. Then, in the next period,
the user adopts a strategy that gives a higher payoff. The speed
of the user in observing and adapting the network selection is
controlled by parameter σ > 0.

For a small period of time, the rate of strategy change
is governed by the replicator dynamics, which is defined as
follows:

ẋ
(a)
i = σx

(a)
i

(
π

(a)
i (x) − π(a)(x)

)
(4)

where σ is the gain for the rate of strategy adaptation. The av-
erage payoff of the users in area a is computed from π(a)(x) =∑

i x
(a)
i π

(a)
i (x). Based on this replicator dynamics of the users

in area a, the number of users choosing network i increases if
their payoff is above the average payoff. It is impossible for
a user to choose network k, which provides a lower payoff
than the current payoff. This replicator dynamics satisfies the
condition of

∑
i ẋ

(a)
i = 0. Therefore, if

∑
i x

(a)
i (0) = 1, then∑

i x
(a)
i (t) = 1 ∀t, where x

(a)
i (t) denotes the proportion of

users in area a choosing network i at time t.
For the service areas shown in Fig. 1, the replicator dynamics

can be expressed as follows:

ẋ(2)
wm =σ

(
x(2)

wm −
(
x(2)

wm

)2
)(

π(2)
wm(x) − π(2)

ce (x)
)

(5)

ẋ(3)
wm =σx(3)

wm

(
π(3)

wm(x) − x(3)
wmπ(3)

wm(x) − x(3)
ce π(3)

ce (x)

−
(
1 − x(3)

wm − x(3)
ce

)
π

(3)
wl (x)

)
(6)
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ẋ(3)
ce =σx(3)

ce

(
π(3)

ce (x) − x(3)
wmπ(3)

wm(x) − x(3)
ce π(3)

ce (x)

−
(
1 − x(3)

wm − x(3)
ce

)
π

(3)
wl (x)

)
. (7)

C. Evolutionary Equilibrium and Stability Analysis

We consider the evolutionary equilibrium as the solution to
this network-selection game. An evolutionary equilibrium is a
fixed point of the replicator dynamics. At this fixed point, which
can be obtained numerically, payoffs of all users in area a are
identical. In other words, since the rate of strategy adaptation
is zero (i.e., ẋ

(a)
i = 0), there is no user who deviates to gain a

higher payoff.
To evaluate the stability at the fixed point x

(a)∗
i , which is

obtained by solving ẋ
(a)
i = 0, the eigenvalues of the Jacobian

matrix corresponding to the replicator dynamics need to be
evaluated. The fixed point is stable if all eigenvalues have a
negative real part [19].

D. Delay in Replicator Dynamics

In an actual heterogeneous wireless network, at the time
when a user makes the decision on network selection, up-to-
date information about a population (i.e., proportion of users
choosing different strategies, x(a)

i ) may not be available. There-
fore, a user must rely on historical information, which, again,
may be delayed for a certain period. This delay can occur due
to the communication latency among users or latency incurred
at a centralized controller (e.g., a base station) to collect and
feed back payoff information from/to every user. In this case,
we assume that the network-selection decision that a user makes
at time t is based on the population information at time t − τ
(i.e., delay for τ units of time). In this case, the replicator
dynamics can be modified as follows:

ẋ
(a)
i (t) = σx

(a)
i (t − τ)

(
π

(a)
i (x(t − τ)) − π(a) (x(t − τ))

)
which is a delay differential equation. In order to obtain the so-
lution to this delay differential equation, information available
at time t < 0 needs to be defined. In this case, we assume that
the user has information at time t = 0 that is used to compute
the solution for t < τ .

To obtain the solution to the differential equation corre-
sponding to the replicator dynamics, we apply the Runge–Kutta
method [23]. Note that the stability of this replicator dynamics
with information delay can be analyzed using the Lyapunov
method [21].

E. Nash Equilibrium

An alternative of the evolutionary equilibrium is the Nash
equilibrium. For this, a noncooperative game is formulated
among the groups of users in different service areas. In this
scenario, users in the same area collaborate with each other
(i.e., form a group) to compete for the bandwidth with other
groups of users in other areas. This noncooperative game

formulation is based on the group behavior of the users for
network selection, while the evolutionary game formulation is
based on the individual behavior of the users.

A player of this noncooperative game corresponds to a group
of users in area a. A strategy here corresponds to the proportion
of users choosing network i, which is denoted by x

(a)
i . The

payoff of a player is the total net utility from all users in the
group (i.e., users in the same area). In particular, the payoff of
a group of users in area a is the total net utility of all users in
the group choosing all different networks and can be expressed
as follows:

π(a)(x(a),x(−a)) =
∑

i

U
(

C
(a)
i N (a)x

(a)
i∑

a′∈A(a) N (a′)x
(a′)
i

)

−N (a)x
(a)
i pi

∑
a′∈A(a)

N (a′)x
(a′)
i (8)

where x(a) denotes a vector of the proportion of users choosing
different networks in area a, and x(−a) is a vector of the
proportion of users in all areas, except area a. We refer to x(a)

as the strategy of player a and x(−a) as the strategy of other
players.

For the service areas shown in Fig. 1, the payoff of players in
areas 2 and 3 can be expressed as follows:

π(2)
([

x(2)
wm

]
,
[
x(3)

wm, x(3)
ce

])

= U
(

C
(1)
wmN (2)x

(2)
wm

nwm

)
− N (2)x(2)

wmpwm(nwm)

+ U

⎛
⎝C

(2)
ce N (2)

(
1−x

(2)
wm

)
nce

⎞
⎠−N (2)

(
1−x(2)

wm

)
pce(nce) (9)

π(3)
([

x(3)
wm, x(3)

ce

]
,
[
x(2)

wm

])

= U
(

C
(1)
wmN (3)x

(3)
wm

nwm

)
− N (3)x(3)

wmpwm(nwm)

+ U
(

C
(2)
ce N (3)x

(3)
ce

nce

)
− N (3)x(3)

ce pce(nce)

+ U
(
C

(3)
wl

)
− N (3)

(
1 − x(3)

wm − x
(3)
wl

)
pwl(nwl)) (10)

where nwm = N (1) + N (2)x
(2)
wm + N (3)x

(3)
wm, nce = N (2)(1 −

x
(2)
wm) + N (3)x

(3)
ce , and nwl = N (3)(1 − x

(3)
wm − x

(3)
ce ).

For the competition on network selection, the Nash equilib-
rium gives a strategy profile (list of strategies, one for each
player) with the property that no player can increase his payoff
by choosing a different action, given other players’ actions [22].
In this case, the Nash equilibrium is obtained by using the best
response function of each of the players, which denotes the best
strategy of a player given other players’ strategies. In particular,
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the best response function of a group of users is obtained based
on the maximization of total net utility given the strategies
of other groups of users. This best response function can be
defined as follows:

B(a)(x(−a)) = arg max
x(a)

π(a)(x(a),x(−a)). (11)

The vector x(a)∗ denotes the Nash equilibrium of this game
if and only if

x(a)∗ = B(a)(x(−a)∗) ∀a (12)

where x(−a)∗ denotes the vector of best responses of all players,
except player a. For the service areas shown in Fig. 1, the Nash
equilibrium can be expressed as follows:

x(2)∗ =
[
x(2)∗

wm

]
= B(2)

([
x(3)∗

wm , x(3)∗
ce

])
x(3)∗ =

[
x(3)∗

wm , x(3)∗
ce

]
= B(3)

([
x(2)∗

wm

])
. (13)

VI. IMPLEMENTATIONS OF THE NETWORK

SELECTION ALGORITHM

We present two approaches for dynamic evolutionary game-
based network selection by each individual user in a het-
erogeneous wireless network. The first approach is based on
population evolution in which payoff information of the users in
a particular area is maintained by a centralized controller (e.g.,
base station). The second approach is based on reinforcement
learning, in which each user tries different networks, observes
the size of the allocated bandwidth and price from the chosen
network, and changes the network selection if necessary.

A. Population Evolution Approach

In this approach, there is a centralized controller to main-
tain payoff information of all users from the same area. The
network-selection decision of each user is based on its current
payoff and the average payoff of all users in the same area. This
network-selection algorithm can be described as follows.

1) For all users, network i is randomly chosen (i.e., i ∈
{wm, ce, wl}).

2) loop
3) A user computes payoff π

(a)
i from the size of allocated

bandwidth and price by using (2). This payoff information is
sent to the centralized controller.

4) The centralized controller computes average payoff
π(a) = (

∑
u π

(a)
i )/(N (a)) for the users and broadcasts it back

to the users. {N (a) is the total number of users in area a.}
5) if π

(a)
i < π(a) then

6) if rand() < (π(a) − π
(a)
i )/(π(a)) then

7) Choose network j, where j �= i and π
(a)
j > π

(a)
i .

8) end if
9) end if

10) end loop for all users in all groups

B. Reinforcement Learning Approach

In an actual heterogeneous wireless access network, a cen-
tralized controller (as required by the above-described pop-
ulation evolution approach) may not be available. Therefore,
each user has to learn and adapt its network-selection decision
independently. In this case, a Q-learning approach [24], [25]
which is a type of reinforcement learning (i.e., learning by
interaction), is applied. With this ability to learn, complete
payoff information of other users in the same or different areas
is no longer required for network selection. In this algorithm,
Q-value (i.e., Qi(t) is used to maintain the knowledge about
each network, and the decision can be made based on this
knowledge. The network-selection algorithm can be described
as follows.

1) Qi(0) = 0 {initialize Q-value associated with network i
for all users in all groups }

2) loop
3) if rand() ≤ γ then

4) Randomly choose network i {Exploration step}.
5) else

6) Choose network i∗ = arg maxi Qi(k) {Exploitation
step}.

7) end if
8) User computes payoff π

(a)
i .

9) Update Qi(k + 1) = (1 − λ)Qi(k) + λ(π(a)
i +

β maxi Qi(k)).
10) endloop for all users in all groups

In this network-selection algorithm, a user performs the ex-
ploration step with probability γ, and λ denotes the learning rate
that is used to control the speed of adjustment of the Q-value. A
new Q-value (i.e., Qi(k + 1), which is the expected payoff for
the future iterations), is obtained based on the previous value
(i.e., Qi(k)) along with the new observed payoff (i.e., π

(a)
i ).

Here, the new observed payoff is biased by the outcome of
choosing the best action based on the available knowledge (i.e.,
maxi Qi(k)).

VII. PERFORMANCE EVALUATION

A. Parameter Setting

We consider a heterogeneous wireless network with the
service areas shown in Fig. 1. For the IEEE 802.11 WLAN,
the channel rate is 11 Mb/s, and the maximum saturation
throughput achieved through EBA is assumed to be 7 Mb/s [13].
The total transmission rate in each CDMA cell is 2 Mb/s. For
the IEEE 802.16-based wireless access, the transmission rate is
10 Mb/s in a single cell.

For performance evaluation, we first consider a system with
a single class of users, and then, consider a system with two
classes of users as well. The number of users in each area is
N (1) = 10, N (2) = 10, and N (3) = 30. We assume that pi =
0.01. A linear utility function, namely, U(b) = uib, is assumed
where b is the allocated bandwidth, and ui = 1. For the replica-
tor dynamics, we set σ = 1 [in (4)]. For the network-selection
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Fig. 2. Phase plane of replicator dynamics.

algorithm based on reinforcement learning, we assume that
γ = 0.1, λ = 0.1, and β = 0.2. The initial proportion of users
choosing each network (i.e., x

(a)
i (0)) is varied.

B. Numerical Results

1) Dynamic Behavior of User Population: We first inves-
tigate the phase plane of the replicator dynamics in Fig. 2.
In this case, we assume that none of the users in area 3
chooses the cellular network (i.e., x

(3)
ce = 0). The proportions

of users in areas 2 and 3 choosing WMAN (i.e., x
(2)
wm and

x
(3)
wm) are plotted. This phase plane shows the direction of the

adaptation in network selection to the evolutionary equilibrium.
For example, given an initial point x

(2)
wm(0) = x

(3)
wm(0) = 0.7,

the trajectory (i.e., the thick solid line) follows the arrows to
reach the equilibrium.

The basin of attraction consists of those proportion vectors
for which the evolutionary equilibrium will be reached in the
limit as t → ∞. In this case, the basin of attraction, which is
obtained from the phase plane, is the entire feasible region (i.e.,
0 < x

(2)
wm and x

(3)
wm < 1).

2) Evolutionary Equilibrium and Nash Equilibrium: Fig. 3
shows the evolutionary equilibria corresponding to the service
areas shown in Fig. 1. Here, the evolutionary equilibrium is
given by a line in the 3-D space. In particular, there are a
number of evolutionary equilibria that are stable (as observable
from the many trajectories starting at different points). All
of these equilibria provide identical average net utility to the
users in all areas. This can be easily interpreted based on the
following example. When most of the users in area 2 select
WMAN (i.e., x

(2)
wm → 1), the individual net utility of users

selecting WMAN in area 3 decreases (i.e., capacity of WMAN
is shared by more users). Consequently, users in area 3 deviate
to choose the cellular network or the WLAN, whichever is less
congested. Due to this adaptation in network selection, the same
average net utility can be maintained given different values
of x

(2)
wm for multiple evolutionary equilibria. We observe that

the slope of the line indicating the evolutionary equilibrium

Fig. 3. Evolutionary equilibria and Nash equilibrium corresponding to the
service areas shown in Fig. 1.

points is affected by the total number of users in each service
area. However, the capacities of the access networks and the
pricing coefficients affect only the location of the evolutionary
equilibrium.

Fig. 3 also shows the Nash equilibrium, which is, in this case,
a single point located on one of the evolutionary equilibria. This
indicates that while there are an infinite number of solutions
that the users in the same area are satisfied with (i.e., at the
evolutionary equilibrium, all users in the same area have equal
net utility), there is only a single solution such that none of
the group of users in different areas can obtain a higher total
net utility by adapting the proportions of users choosing the
different available networks. Therefore, the Nash equilibrium
in this case can be considered as a refinement (i.e., a special
case) of evolutionary equilibrium that can be achieved based a
group behavior rather than an individual behavior as in an evo-
lutionary game. Note, however, that maintenance of this group
behavior will involve some communication signaling among
the group members (e.g., message from a user to join/leave the
group).

3) Evolutionary Equilibrium Under Different Utility Func-
tions: We investigate the evolutionary equilibrium obtained for
a logarithmic utility function [18], namely, U(b) = log(1 + b).
We observe that the evolutionary equilibrium in this case is
given by a straight line, and its location is affected by the utility
function. Similar results are expected for other types of concave
utility functions.

We consider a system with two classes of users. The utility
functions for the users in classes 1 and 2 are linear and loga-
rithmic, which correspond to constant-bit-rate (CBR) and best-
effort traffic, respectively. The number of users for each class of
users in each area is N

(1)
1 = N

(1)
2 = 5, N

(2)
1 = N

(2)
2 = 5, and

N
(3)
1 = N

(3)
2 = 15. The pricing coefficients are pi,1 = 0.01

and pi,2 = 0.0075. We vary the capacity share φ2 for class 2

users, i.e., C
(a)
2 = φ2C

(a) and C
(a)
1 = (1 − φ2)C(a), where

C(a) is the total capacity of the access networks in coverage
area a. The variation in net utility is shown in Fig. 4. When the
capacity share for class 2 users increases, the net utility of the
users in this class increases.
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Fig. 4. Net utility of two classes of users under different capacity shares.

Fig. 5. Allocated bandwidth to a connection under different numbers of users.

Fig. 6. Price per connection under different numbers of users.

4) Adaptation of Evolutionary Equilibrium: We vary the
number of users in area 2, and the resulting size of bandwidth
allocated to each user and price per connection at the evolu-
tionary equilibrium are shown in Figs. 5 and 6, respectively.
When the number of users in area 2 increases, traffic load
in WMAN and cellular network increases. As a result, the
allocated bandwidth per connection for the users choosing
these networks in area 3 becomes smaller than that for a user
choosing WLAN. The users in area 3 then deviate (i.e., churn)
to WLAN. Therefore, as the number of users in area 2 increases,
the amount of bandwidth allocated to users in area 2 as well as
users in area 3 decreases. As the number of users increases, the
price per connection increases. In addition, prices offered by
all the networks increase due to the dynamic network selection
by users in all areas. Note that the allocated bandwidth is the
lowest for users choosing the cellular network, and the price
offered by this network is also the lowest. Similar results are
expected, even if the network topology varies.

Fig. 7. Time to reach evolutionary equilibrium.

Fig. 8. Trajectories of strategy adaptation over time toward evolutionary
equilibrium.

5) Speed of Network Selection: We investigate the impact
of σ [in (4)], which controls the speed of observation and
network selection based on replicator dynamics. The time to
reach the evolutionary equilibrium is shown in Fig. 7. When
the gain σ increases, the time to reach the equilibrium decreases
since the proportion of users performing adaptation in each step
becomes larger. However, as the gain σ increases further, after
a particular value, the time to reach the equilibrium increases.
If the gain σ is very large, the adaptation becomes unstable,
and the evolutionary equilibrium may not be reached. We also
observe that the time to reach the equilibrium is affected by the
number of users in each area.

6) Impact of Delay in Information Exchange: Using repli-
cator dynamics, we investigate the impact of τ (i.e., delay in
exchanging information about population) on the dynamics of
strategy adaptation. The trajectories of strategy adaptation over
time toward the evolutionary equilibrium are shown in Fig. 8.
When τ > 0, we observe a fluctuating dynamics of strategy
adaptation. The larger the delay is, the more the fluctuation
there will be. In this case, a value of τ given by τ ′ can be
found such that for τ > τ ′, network selection never reaches
the evolutionary equilibrium. This is due to the fact that when
outdated/incorrect information is used by the users, the deci-
sions tend to be inaccurate. We also observe that with τ > 0, the
system becomes less stable when the capacity of the network
and/or the offered price (by the access networks) increases
and/or when the total number of users decreases.
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Fig. 9. Convergence of the network-selection algorithms to the evolutionary
equilibrium.

Fig. 10. Evolution of network selection based on population evolution
algorithm.

7) Convergence to Evolutionary Equilibrium: The conver-
gence properties of the network-selection algorithms based on
population evolution and reinforcement learning are studied
(in Fig. 9). The former algorithm converges to the equilibrium
within less than ten iterations (i.e., with a net utility of 0.186
for a user). In contrast, the latter one requires more iterations to
reach the equilibrium. Since the population evolution algorithm
can utilize the average payoff information, it takes much less
time to converge than does the reinforcement learning algo-
rithm in which a user selects a network independently by using
only its local payoff information obtained through exploration.

While the network-selection algorithm based on population
evolution can reach the evolutionary equilibrium very fast, the
reinforcement learning algorithm is attractive from a practical
system implementation viewpoint. This is due to the fact that,
a centralized controller to gather, process, and broadcast payoff
information of the users in the service area may not be available
in practice. In addition, the users may operate independently
and may not want to share the payoff information with each
other.

8) Phase Plane of Population Evolution: For the network-
selection algorithm based on population evolution, we set
x

(3)
ce = 0.0 and vary x

(2)
wm and x

(3)
wm. The evolution of strategy

Fig. 11. Performance of reinforcement-learning-based network-selection
algorithm.

adaptation (i.e., adaptation of the proportions of users choosing
different networks) is shown in Fig. 10. With average payoff in-
formation, a user can adapt its strategy for network selection to
reach the evolutionary equilibrium. In particular, if the current
payoff of a user is lower than the average payoff of the users
in the corresponding service class, the user may deviate from
the current network to obtain a better payoff. We observe that
the direction of adaptation in the proportions of users choosing
different networks is similar to the phase plane of replicator
dynamics shown in Fig. 2.

9) Performance of the Reinforcement-Learning-Based
Network Algorithm: We evaluate the performance of
reinforcement-learning-based network-selection algorithm
under different values of γ (i.e., probability of exploration).
The payoff (i.e., net utility) of a user is shown in Fig. 11. In
general, when γ is small, a user spends only a small fraction of
time in learning and gathering information about the available
access networks. Since the knowledge is not complete, the
payoffs of the users are not the same. Specifically, users
choosing WLAN have the lowest payoff (which is lower than
the average payoff) due to the largest number of users being
in area 3 for the service area shown in Fig. 1. The payoffs
of users choosing the cellular network and the WMAN are
higher than the average payoff due to small number of users in
areas 1 and 2.

When γ is large, a user spends a large portion of time
to learn by randomly choosing one of the available access
networks, and, again, payoffs of the users are not identical.
Specifically, the payoffs of users selecting WLAN is the highest
(which is higher than the average payoff). Note that a value
of γ can be found such that the payoffs of all users choosing
different networks are identical (e.g., with the assumed system
parameters γ ≈ 0.16 for the service areas shown in Fig. 1).

VIII. CONCLUSION

Developed primarily to study the behavior of biological
agents, evolutionary games can be used to analyze the com-
petition among players with bounded rationality. We have in-
vestigated the dynamics of network selection in heterogeneous
wireless networks using the theory of evolutionary games. The
users in different service areas compete for bandwidth from
different wireless networks (i.e., WMAN, cellular network, and
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WLAN). A user selects the wireless access network based on its
utility, which is a function of allocated bandwidth and price per
connection. The dynamics of network selection has been math-
ematically modeled by the replicator dynamics that describes
the adaptation in proportions of users choosing different access
networks. The evolutionary equilibrium has been considered to
be the stable solution for which all users receive identical net
utility from accessing different networks.

We have alternatively formulated this network-selection
problem as a noncooperative game among multiple groups of
users using the same service class in different service areas,
and the Nash equilibrium has been obtained as the solution
to this game. We have proposed two algorithms, namely,
population evolution and reinforcement learning algorithms
for dynamic evolutionary game-based network selection. The
network-selection algorithm based on population evolution uti-
lizes information from all users in the same service area. On the
other hand, in the reinforcement-learning-based algorithm, the
users learn the performances and prices of different networks
by interaction. Knowledge gained from learning is used to make
the best decision for network selection.
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