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Abstract—We study the problem of how autonomous cognitive nodes (CNs) can arrive at an efficient and fair opportunistic channel

access policy in scenarios where channels may be non-homogeneous in terms of primary user (PU) occupancy. In our model, a CN

that is able to adapt to the environment is limited in two ways. First, CNs have imperfect observations (such as due to sensing and

channel errors) of their environment. Second, CNs have imperfect memory due to limitations in computational capabilities. For efficient

opportunistic channel access, we propose a simple adaptive win-shift lose-randomize (WSLR) strategy that can be executed by a two-

state machine (automaton). Using the framework of repeated games (with imperfect observations and limited memory), we show that

the proposed strategy enables the CNs (without any explicit coordination) to reach an outcome that: 1) maximizes the total network

payoff and also ensures fairness among the CNs; 2) reduces the likelihood of collisions among CNs; and 3) requires a small number of

sensing steps (attempts) to find a channel free of PU activity. We compare the performance of the proposed autonomous strategy with

a centralized strategy and also test it with real spectrum data collected at RWTH Aachen.

Index Terms—Autonomous cognitive nodes, adaptation, game theory, imperfect private monitoring, limited memory, non-homogeneous

channels, and real spectrum occupancy data
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1 INTRODUCTION

TO help mitigate the critical stress on spectrum resources
spurred by the ever more powerful smart devices, both

a recent U.S. presidential advisory committee report and an
FCC report recommend the use of spectrum sharing technol-
ogies [1], [2]. One potential solution is cognitive radio tech-
nology, in which cognitive nodes (CNs), such as small cell
base stations (SCBSs), access points, and other types of nodes,
are able to adapt intelligently to the environment through
observation, exploration and learning. CNs utilize spectrum
opportunistically bymonitoring the licensed frequency spec-
trum to reliably detect primary user (PU) signals and operat-
ing whenever the PU is absent. The detection of PU signals
can be achieved by: 1) spectrum sensing; 2) the use of geolo-
cation databases; or 3) the combination of both [3].

In this paper, under the spectrum overlay model, we
explore the question of how autonomous CNs with imper-
fect observations (such as due to sensing and channel errors
and limited memory) can arrive at an efficient and fair
opportunistic channel access policy in scenarios where mul-
tiple potentially available channels may offer different

payoffs due to their non-homogeneity (in terms of PU occu-
pancy). The real spectrum occupancy data collected at
RWTH Aachen confirms that the spectrum resources are
in general non-homogeneous in terms of PU occupancy.
As an example, in Fig. 1 we illustrate average availability of
a channel for a data set collected over the DECT bands by
RWTH Aachen in different locations [4].

When selfish autonomous CNs compete for non-
homogeneous potentially available channels to maximize
their own payoffs, then a channel access strategy that is not
carefully designed can degrade individual and total
network throughput. Let us consider an example scenario
where N cognitive small cell base stations, which we can
refer to as cognitive nodes, are deployed by multiple
independent wireless operators in the same area. These
are within the interference range of one another and com-
pete for a channel out of M potentially available channels.
Since N CNs belong to different service providers they
require an opportunistic spectrum access (OSA) strategy
that does not rely on a common coordinator. The CNs are
required to perform periodic spectrum sensing so that
when a PU becomes active in a channel they can vacate that
channel. Hence, if one exclusive channel is considered
equivalent to one unit of throughput then the maximum
throughput achieved by a CN that selects channel i can be
no more than ð1� uiÞ, where ui is the duty cycle of the
PU that operates in channel i. Without loss of generality,
let us order the channels according to their duty cycles,
such that u1 � u2 � � � � � uM . When two or more CNs
select their channel autonomously, then a selfish CN
would want to select channels with low PU duty cycles
in an effort to obtain a higher throughput. Obviously,
two or more CNs that implement such always “select
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channels with low PU duty cycle” strategy may simulta-
neously sense free the same channels more often and
decide to transmit on the same channels. Consequently,
collisions will occur and many CNs will have an unsuc-
cessful channel access.

Autonomous competition for potentially available chan-
nels involves interaction between autonomous self-moti-
vated CNs. The framework of repeated games provides
useful tools to analyze conflicts among players that interact
repeatedly over time [5], [6]. Autonomous CNs operating in
a CN network are unsure about when precisely their inter-
actions will end. Therefore, the model of repeated games
with an infinite time horizon can be used to analyze such
situations. In our work, we utilize the framework of the
repeated games with imperfect private monitoring and lim-
ited memory for the study of channel sensing/access order
selection among autonomous CN nodes [6]. In our model of
channel sensing/access order selection, each CN has follow-
ing limitations: 1) Each CN can only utilize their own feed-
back information (such as occurrence of collisions) to find a
way to autonomously arrive at those channel sensing/
access orders that minimize the likelihood of collisions
among them. 2) Each CN has false alarms in their sensing
observations of primary usage of channels and also their
own feedback is noisy. For instance, due to channel errors,
feedback (such as occurrence of collision information) from
their corresponding receiving nodes can be imperfect.
3) They have imperfect memory regarding outcomes of their
past channel order selection decisions due to limitations in
storage and computational capabilities. In particular, they
use only simple adaptive strategies based on the outcomes
during the previous period of play.

The main contributions of this paper can be summarized
as follows:

� We propose and evaluate the performance of a sim-
ple adaptive win-shift lose-randomize (WSLR) strat-
egy for opportunistic channel selection among
autonomous CNs and test it with real spectrum
occupancy data collected at RWTH Aachen [4].

� To study the performance of the proposed strategy
against selfish deviations, we formulate the opportu-
nistic spectrum access problem as a repeated game

with imperfect observations and limited memory.
We show that our proposed strategy can be executed
by only a two-state machine (automaton). We also
show that all CNs playing the WSLR strategy consti-
tutes an equilibrium.

� Using analytical and simulation results, we compare
the performance of our proposed strategy against
other existing strategies. The proposed strategy
enables the CNs to maximize the total average payoff
in the network and also ensures fairness by leading
the autonomous CNs to engage in inter-temporal
sharing of the rewards from cooperation. It reduces
the likelihood of collisions among CNs and hence
reduces the costs due to retransmission attempts.
Moreover, it requires a small number of sensing
steps (attempts) to find a channel free of PU activity.

� We compare the performance of the proposed strat-
egy against a centralized allocation of potentially
available channels. With chosen system parameters,
the performance of the proposed scheme is observed
to be near the optimum performance obtained by a
centralized allocation.

� We consider both single and sequential channel
sensing policies to evaluate the effect of varying the
number of channels that a CN can sense on the per-
formance of our proposed adaptive strategy.1

The rest of this paper is organized as follows. Section 2
reviews the relevant literature addressing the problem of
autonomous channel selection for OSA. The system model
and assumptions are stated in Section 3. Section 4 introdu-
ces the proposed repeated game model for opportunistic
channel selection. The WSLR strategy and its complexity
are presented in Section 5. In Section 6, we present the ana-
lytical results for the proposed scheme. In Section 7, we
present the simulation results and also compare our pro-
posed WSLR strategy to related strategies proposed in other
work in the literature. Finally, Section 8 concludes the
paper. A list of important symbols used in the paper is
shown in Table 1.

2 RELATED WORK AND MOTIVATION

In this section, we explain the motivations behind our work
and also summarize the main differences between the
related works and our own.

2.1 Opportunistic Channel Selection
with Cooperative Protocol Followers

In sensing-based OSA, when CNs compete for multiple
potentially available channels, time-slotted multiple access
has generated much interest [7], [8]. In CN networks, to
protect a PU from harmful interference, the CNs are
required to perform periodic spectrum sensing so that
when a primary user becomes active in a channel, the CNs
can vacate that channel [7], [9], [10], [11]. Single-channel

Fig. 1. Average availability of a channel for a data set collected over the
DECT bands in different locations by RWTH Aachen [4].

1. Under a single-channel sensing policy, in any given time slot a
CN first selects a channel to sense and transmits if that channel is free;
otherwise, it stays silent for the entire duration of that time slot. Under
a sequential-channel sensing policy, a CN can sense more than one
channel within the duration of a time slot. These policies will be dis-
cussed in detail in Section 3.1.
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sensing policies are investigated in [7], [10], [11] while
sequential-channel sensing policies are described in [12],
[13], [14], [15].

Jiang et al. in [13] investigate the optimal selection of a
channel sensing order for a single cognitive node. In con-
trast to that, our work considers competition for channels
among multiple CNs. Distributed learning and allocation
strategies for multichannel cognitive medium access are
considered in [7]. The problem of learning multiuser chan-
nel allocation for cognitive medium access is formulated as
a combinatorial multiarmed bandit problem in [11]. The
work in [11] considers the scenario where due to geographic
dispersion, each secondary user can potentially see different
primary user occupancy behavior on each channel. A chan-
nel allocation solution is proposed in [11] that maximizes
the expected sum throughput. The work in [10] considers
the problem of distributed learning and channel allocation
in cognitive radio networks under imperfect sensing. The
objective of the works in [7], [10], [11] is to maximize the
total system throughput using a fair decentralized policy,
and different from our work, they assume that each CN
cooperatively follows the same strategy (protocol).

2.2 Opportunistic Channel Selection
With Self-Motivated Users

When channel rewards are non-homogeneous, it is possible
that some CNs may deviate from a cooperative protocol
and behave selfishly to maximize their own usage at the
expense of the total system throughput. To analyze the con-
flict among multiple self-motivated users, many game theo-
retic research papers have been published related to
channel selection. However, most of the works assume that
players can observe the other players’ payoffs or actions
[16], [17]. Moreover, typical models of repeated game for
studying competition in OSA also assume that players have
unlimited memory. In such repeated game models, players
condition their strategies on the entire history of the game,
irrespective of how long and complicated that history may
be. Yet, in reality, such assumptions are unlikely to hold in
autonomous CN networks. Autonomous CNs operating in
a network are not able to observe the actions of all other

CNs. They need to infer the actions of other CNs based on
noisy feedback from the wireless environment. Moreover,
due to computational limitations, autonomous CNs may
not have the ability to remember and take into account in
their decisions the full history of a game.

To address such challenges, we utilize the framework of
repeated games with imperfect private monitoring for the
study of channel sensing/access order selection among
autonomous CNs. Note that a repeated game model with
imperfect private monitoring is different from a game
with incomplete information and as well as from a game
with imperfect information. Players in an incomplete infor-
mation game might not have common knowledge of pay-
offs, who the other players are, and what moves are
possible. Players in a game of imperfect information are
simply unaware of the actions chosen by other players.
However, they know the preferences/payoffs of these other
players. In an imperfect private monitoring game, players
do not have information regarding payoffs of other players
and also they do not have perfect observation of other
players’ actions. In our imperfect private monitoring model
for dynamic channel selection, each autonomous CN is
required to infer the actions of other CNs based on noisy
feedback (such as occurrence of collision information) from
their corresponding receiving nodes.

The three works in [18], [19], [20] utilize the framework of
repeated games with imperfect public monitoring in the
context of channel selection. However, in our work we con-
sider the framework of repeated games with imperfect
private monitoring. In repeated games with imperfect public
monitoring, players cannot observe the other players’
actions directly, but can observe imperfect public signals
about them, i.e., they have common knowledge about such
actions. In repeated games with imperfect private monitor-
ing, players cannot observe the other players’ actions
directly, but can only observe private signals about them,
i.e., they do not have common knowledge about such
actions. The three other main differences between these
works and our work are: 1) The works in [18], [19], [20]
consider a single resource (channel), while our work is
related to sensing order/channel access selection for the sce-
narios where multiple channels are potentially available for

TABLE 1
List of (Important) Symbols Used in This Paper and Their Meaning

Symbol Meaning Symbol Meaning

N Number of autonomous CNs N Set of autonomous CNs
M Number of potentially available channels M Set of potentially available channels
ui Probability of PU being present in channel i TL Total duration of time slot
Tsense Time required to sense a channel Pd Detection probability
S Set of sensing orders si A channel sensing order i
F Sequence Matrix k Number of sensing steps
X Set of possible outcomes (signals) �i Private outcome (signal) of CN i
gi
�ðsi; s�iÞ

�
CN i’s average reward in the stage game
(perfect monitoring)

gi
�ðsi; s�iÞ; e

�
CN i’s average reward in the stage game
(imperfect monitoring)

GiðSa;S�Þ CN i’s average reward per time slot in the
repeated game

gg gain parameter

"ij Envy-ratio of CN i for CN j � Highest average envy ratio between any pair
of CNs

P �
s;1 Probability of finding a channel free in first

step (given that the channel is free)
E[TTO] Average number of time slots required to

orthogonal sensing orders
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spectrum access. 2) The proposed method in [18], [19], [20]
involves a monitoring unit measuring interference/conges-
tion level in the channel, which is then sent as a binary pub-
lic signal to the players or it involves some information
exchange among the players. Our proposed method does
not require such information exchange. The only informa-
tion our method requires is that initially, each CN obtains
the statistics of primary users’ duty cycles and the number
of other active CNs through a spectrum access system (SAS)
[1], [21]. Later there is no information exchange. 3) In [18],
[19], [20], a player’s memory at period t is a collection of
public feedback signals and its own actions from period 0 to
ðt� 1Þ. In our work, the proposed strategy requires only
one-round of memory, as it responds to the previous round
of play. Only a few works in the literature utilize the frame-
work of repeated games with imperfect private monitor-
ing to model wireless communications and networking
problems. The works in [22], [23], [24] study packet for-
warding in multi-user wireless networks as a game with
imperfect private monitoring. In the rest of the paper we
use the terms “imperfect observations” and “imperfect
monitoring” interchangeably.

In [25], the authors propose an indirect reciprocity game
model for opportunistic channel access. However, different
from our work, in [25] CNs help primary users by choosing a
power level to relay their (primary users’) information. Based
on this the CNs gain reputations which in turn determine
howmuch they can access a certain amount of vacant licensed
bandwidth in the future. Moreover, unlike our work, in [25]
time is divided into two slots, where the PU transmits in the
first slot and a base station updates reputation information of
the CNs in the second slot. The work in [26] proposes a new
game called the Chinese restaurant game and in [27] the
authors study its application to cognitive radio networks. In
[27] the authors use the Chinese restaurant game model to
study the problem of learning and access in cognitive radio
networks. However, different from ourwork, the work in [27]
considers a scenario where there is a log file in the server of
the secondary network which records each CN’s channel
belief and channel selection results. The authors in [28] study
the problem of learning and access in opportunistic spectrum
access as a Chinese restaurant game. However, different from
our work, the authors consider the scenario where a time slot
is further sub-divided into three sub-slots: N CNs simulta-
neously perform sensing in the first sub-slot. In the second
sub-slot, CNs sequentially make their channel access deci-
sions based on the information they collected and report their
decisions as well as their sensing results via a dedicated com-
mon control channel which can be overheard by all other
CNs. Finally, CNs transmit their data through the channels
they selected in the third sub-slot. Note that in our work we
focus on autonomous scenarios where there is no information
exchange amongCNs.

In this paper, we build on our previous research on
autonomous channel selection (with perfect observations)
for CNs [29]. Unlike the work in [29], we assume that the
CNs have imperfect observations. Also, unlike the work in
[29], in this paper, to take into account the impact of PU
occupancy behavior on the performance of the proposed
adaptive channel selection scheme, and we evaluate the

performance of the proposed scheme by testing it with real
spectrum occupancy data collected at RWTH Aachen [4].

3 SYSTEM MODEL AND ASSUMPTIONS

3.1 Network Model

We assume a multichannel CN network in which N autono-
mous CNs have M potentially available channels. Let
M ¼ f1; 2; . . . ;Mg represent the set of (potentially avail-
able) channels and N ¼ f1; 2; . . . ; Ng represent the set of
autonomous CNs. To make the analytical results tractable,
we utilize the i.i.d. model of PU channel occupancy for theo-
retical analysis. In the i.i.d. model of PU channel occupancy
(also adopted in [7]), for each channel, the PU activity in a
time slot is independent of the PU activity in other time slots
and is also independent of the PU activity in other channels.
In Section 7, we test the proposed strategy with both real
spectrum data collected at RWTH Aachen and the i.i.d.
model of PU channel occupancy and find that the perfor-
mance of the proposed adaptive strategy is not strongly
affected by PU behavior.

Without loss of generality, we order the channels by the
increasing probability of the PU being present, i.e.,
u1 � u2 � � � � � uM . We assume that the CNs are unable to
distinguish between a PU and other CN transmissions. In
our work, the statistics of primary user duty cycle are
assumed to be known to the autonomous CNs. In practice,
the autonomous CNs may obtain the statistics of primary
user duty cycle through the use of geo-location databases
[1]. For instance, to protect the PUs from interference and to
aid users seeking to utilize the spectrum for secondary
usage, recent approaches to spectrum sharing have
suggested the use of a spectrum manager entity, such as a
Spectrum Access System [1], [21]. In SAS-based systems,
multiple independent users are required to register with the
SAS before becoming active in the network. The SAS system
may maintain a geo-location database that contains records
of the statistics of the primary users’ duty cycles. When a
CN registers with the SAS, the latter can communicate this
information to the CN. Each CN can sense only one channel
at a time, and due to hardware constraints, at any given
time each CN can either sense or transmit, but not both.

3.2 Single and Sequential Channel Sensing Policies

The primary users and CNs are both assumed to use a time-
slotted system, and each primary user is either present in a
channel for the entire time slot, or absent for the entire time
slot [7], [30]. The CNs use the beginning of each slot to sense
the channels in some order (based on their sensing order
selection strategies, as will be explained in Sections 4 and 5)
to find a channel that is free of PU (or other CN) activity.
We refer to this as the sensing stage (see Fig. 2). The CN
then accesses the first vacant channel it finds, if one exists.
We refer to this as the data transmission stage. Let S denote
the set of sensing orders. Note that the sensing order that a
CN employs can either come from the space of all permuta-
tions ofM channels, or from some subset thereof.

In this paper, we consider both single and sequential
channel sensing policies to evaluate the effect of varying the
number of channels that a CN can sense on the performance
of our proposed adaptive strategy. In other words, we
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evaluate our proposed strategy for the scenario where the
number of sensing steps k that a CN can utilize in a given
time slot varies from 1 to M. When the CN can sense more
than one channel in a time slot then the sensing stage in
each slot is divided into a number of sensing steps. Each
sensing step is used by a CN to sense a different channel. If
a CN finds a channel free in its ith sensing step, it transmits
in that channel. However, if in all sensing steps channels
are found to be busy, then the CN stays silent for the
remaining duration of that time slot (see Fig. 2). In practice
TL >> Tsense, where Tsense is the time required to sense each
channel, and TL is the total duration of each slot.

In our work, we consider the conventional energy detec-
tor for channel sensing. To protect the transmissions by the
incumbent, the detection probability ðPd;iÞ of an autono-
mous CN i is fixed at a desired target value, Pd;i ¼ Pd, for all

i 2 N . In practice, Pd is required to be close to 1 [31]. In the
literature this is defined as the constant detection rate
(CDR) requirement. For a fixed target detection probability,
the probability of false alarm of a CN is a variable. Current
sensing mechanisms proposed for opportunistic access in
[32], [33] have been shown to achieve the target detection
probability. Moreover, the works in [32], [33] also show
how the probability of false alarm of each CN i for the tar-
geted Pd;i ¼ Pd can be approximated.

3.3 Sensing Order Sequence Matrix

In our model, each autonomous CN independently selects a
channel sensing order from a pre-defined sequence matrix
F in which k potential channels are to be visited in a given
time slot, where k takes integer values between 1 to M. The
pre-defined sequence matrix F that a CN employs can
either come from the space of all permutations of M chan-
nels, or from some subset thereof such as a Latin Square. A
Latin Square is an M by M matrix whose entries consist of
M symbols such that each symbol appears exactly once in
each row and each column. Note that when CNs select sens-
ing orders from a Latin Square, jSj ¼ M, and two or more
CNs can collide only if they select the same sensing order.
In our work, each autonomous CN employs the same
sequence matrix F which is a Latin Square of M channel
indices as we proposed in [15]. However, using the pro-
posed WSLR strategy, the way these channel sensing orders
are adaptively selected (from the employed sequence matrix
F) by an autonomous CN is different from the method

proposed in [15]. The primary reason for employing the
same sequence matrix as in [15] is as follows: We showed in
[15] that the adaptive selection of sensing orders from a pre-
determined subset of permutations ofM channels (such as a
Latin Square of M channel indices) leads to faster conver-
gence to those sensing orders that minimize the likelihood of
collisions among the CNs, as compared to when the sensing
orders are selected from the large space of all permutations
of M channels. This in turn increases the average number of
successful transmissions of each autonomous CN.

3.4 Imperfect Observations and Channel
Sensing/Access Order Selection

In our model, to autonomously arrive at conflict-free sens-
ing orders each CN needs to infer the actions of other CNs
(whether the other CNs have selected the same sensing
order) based on noisy feedback from the wireless environ-
ment. Conflict-free sensing orders are those in which two or
more CNs never simultaneously sense the same channels
and therefore never collide with one another. A CN infers
that in a given time slot it has selected a conflict-free sensing
order if it does not experience an unsuccessful communica-
tion when it adopts the sensing order. When it experiences
an unsuccessful communication, i.e., it fails to receive an
ACK for a transmitted data frame, it infers that there is a
conflict with some other CR. However, in practice, feedback
observations in a wireless environment could be imperfect.
Next we explain the impact of false alarm, channel error,
and the capture effect on the channel sensing/access order
selection decision of a CN.

A false alarm would have the effect of a CN thinking a
channel is busy when it is in fact free of both PU and other
CN activity. Moreover, a false alarm could also have the
effect of a CN thinking that the two CNs have selected con-
flict-free sensing orders when in fact they may have selected
the same sensing order (see Fig. 3, scenario b). This may
slow down the convergence to conflict-free sensing orders.

A channel error would lead to failure in receiving an
ACK for a transmitted data frame. This can have the effect
of a CN thinking that the two CNs have selected the same
sensing order when in fact they may have selected conflict-
free sensing orders (see Fig. 3, scenario d).

In wireless communications, the capture effect, also
called co-channel interference tolerance, is the ability of a
radio receiver to receive a signal from one transmitter in the
presence of interference from one or more other transmitters
[34]. When more than one CN decides to transmit on the
channel, the data frame reception may still succeed, i.e., an
ACK is received, due to the co-channel interference toler-
ance. Co-channel interference tolerance would have the
effect of a CN thinking that the two CNs have selected con-
flict-free sensing orders when in fact they have selected the
same sensing order (see Fig. 3, scenario c). This may slow
down the convergence to conflict-free sensing orders.

4 OPPORTUNISTIC CHANNEL SENSING/ACCESS

ORDER SELECTION GAME

4.1 Repeated Game Model

We now formally define an opportunistic channel sensing/
access order game with imperfect observations. CN i, where

Fig. 2. Time slot structure with sensing, data transmission and acknowl-
edgement stages. a) Single-channel sensing policy: when in a given
time slot only one sensing step is available. b) Sequential-channel sens-
ing policy: when in a given time slot more than one sensing step is
available.
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i 2 N , repeatedly plays the channel selection game over an
infinite time horizon, t ¼ 0; 1; . . .. In each stage (correspond-
ing to a time slot), CN i chooses a sensing order si 2 S to
sense the channels sequentially for spectrum opportunities,
where S is the set of sensing orders.

In a given time slot, CNs searching for spectrum oppor-
tunities face one of the following outcomes: successful
transmission (transmits and receives ACK), unsuccessful
transmission (transmits but receives no ACK), or no trans-
mission (when all channels sensed by that CN were found
busy). At the end of each stage, a CN observes a private
signal �i 2 X. The action si and �i are CN i’s private
information.

A CN i’s expected payoff in the stage game is given by

gi
�ðsi; s�iÞ

� ¼
X
�i2X

uiðsi; �iÞpð�i j ðsi; s�iÞÞ; (1)

where si is the action of CN i, s�i is the action profile of all
other CNs, and uiðsi; �iÞ is the realized reward of CN i.
uiðsi; �iÞ equals 1 if using sensing order si CN i transmits a
frame and receives an ACK for that frame, i.e., �i ¼ T ,
otherwise it is 0, and pð�i j ðsi; s�iÞÞ is the conditional proba-
bility of signal �i, where �i 2 X, with X ¼ fUnsuccessful

transmission ðUÞ, Successful transmission ðT Þ, Channels
found busy ðBÞg.

For a CN i, in a repeated game, there is an infinite

sequence of joint actions ðs1i ; s1�iÞ; ðs2i ; s2�iÞ; . . . and observed

signals �1i ; �
2
i ; . . .. The average reward per round of CN i

over the infinite sequence of joint actions is given by

GiðSa;S�Þ ¼ lim
�T!1

1
�T

X�T

t¼1

ui

�ðsti; st�iÞ; �ti
�
; (2)

where ui

�ðsti; st�iÞ; �ti
�
is the reward of CN iwhen joint action

ðsti; st�iÞ is played and signal �ti is observed, Sa ¼ ðsti; st�iÞ
�T
t¼0,

and S� ¼
�
�ti
� �T

t¼0
are the sequences of action profiles and sig-

nals respectively.
Let e ¼ ðPfa; s;pÞ represent the vector of observation

error probabilities, where Pfa represents the probability of
a false alarm, p represents the probability of a channel
error, i.e, when a CN transmits, its transmission is not cor-
rectly decoded by its intended receiver with probability p,
and s represents the probability that co-channel interfer-
ence can be tolerated, i.e., when two or more CNs transmit
simultaneously on the same channel, only one of the trans-
missions is correctly decoded by its intended receiver with
probability s. When observation error probabilities are
taken into account, the expected payoff of CN i in the stage

game is gi
�ðsi; s�iÞ; e

�
.

4.2 Illustrative Examples

We show two examples where N ¼ 2 autonomous CNs
operate in M ¼ 2 potentially available channels. In Sections
6 and 7 we provide detailed results for the scenarios where
N;M > 2.

4.2.1 Two CNs with Perfect Observations

ðs ¼ p ¼ Pfa ¼ 0Þ
Consider the case in which N ¼ 2 autonomous CNs have
M ¼ 2 potentially available channels. The reward table for
the two-CN, two-channel selection stage game with (perfect
observations), where s1 ¼ ð1; 2Þ and s2 ¼ ð2; 1Þ represent the
two channel sensing orders, is given as:

CN 2 plays s1 CN 2 plays s2

CN 1 plays s1 0; 0 ð1� u1Þ; ð1� u2Þ
CN 1 plays s2 ð1� u2Þ; ð1� u1Þ 0; 0

This case reduces to the well-known battle of the sexes
game [35], and it is simple to prove that the game admits
two pure strategy and one mixed strategy Nash equilibria.
The vectors ðs1; s2Þ and ðs2; s1Þ are both pure strategy
equilibria but, for u1 < u2, CN 1 prefers the first and CN 2
prefers the second (see reward table). The mixed strategy
equilibrium is given by the equalizing strategies p1 ¼� ð1�u1Þ
ð2�u1�u2Þ ;

ð1�u2Þ
ð2�u1�u2Þ

�
and p2 ¼ � ð1�u2Þ

ð2�u1�u2Þ ;
ð1�u1Þ

ð2�u1�u2Þ
�
, where p1

and p2 are probability mass functions assigned by CNs 1
and 2 over their action spaces S. The equalizing strategy is a
strategy that produces the same average payoff no matter
what the opponent does.

Fig. 3. Example scenarios illustrating the impact of imperfect observa-
tions on opportunistic multichannel access using pre-selected sensing
orders. The cylinders represent the sensing orders, a cylinder with dots
represents a collision between CN 1 and 2, and a cylinder with stars rep-
resents failure to receive an ACK for a transmitted data frame due to
impairments to the wireless channel.

178 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 15, NO. 1, JANUARY 2016



We now explore the impact of false alarm, channel error,
and co-channel interference tolerance on the expected pay-
off of the two-CN sensing order selection game.

4.2.2 Two CNs with Imperfect Observations

We investigate the impact of imperfect observations on the
expected reward of an autonomous CN under different sce-
narios such as i) CNs with false alarms but no channel
errors and no co-channel interference tolerance. The
expected payoff for this scenario is given as in (3) below

gi
�ðsi; s�iÞ; e

�

¼

ð1� u1Þð1� PfaÞPfa þ ð1� u1Þð1� PfaÞPfað1� u2Þð1� PfaÞ
þ ð1� u1ÞPfaPfað1� u2Þð1� PfaÞPfa þ u1ð1� u2Þð1� PfaÞPfa;

if ðsi; s�iÞ ¼ ðs1; s1Þ or ðsi; s�iÞ ¼ ðs2; s2Þ
ðð1� u1Þ þ ð1� u1Þð1� u2ÞP 2

fa þ u1ð1� u2ÞPfaÞ
�
1� Pfa

�
;

if ðsi; s�iÞ ¼ ðs1; s2Þ
ðð1� u2Þ þ ð1� u2Þð1� u1ÞP 2

fa þ u2ð1� u1ÞPfaÞð1� Pfa

�
;

if ðsi; s�iÞ ¼ ðs2; s1Þ;

8>>>>>>>>>>><
>>>>>>>>>>>:

(3)

and ii) CNs with false alarms, channel errors and co-channel
interference tolerance. The expected payoff for this scenario
is given as in (4),

gi
�ðsi; s�iÞ; e

�

¼

ðð1� u1ÞPfað1� pÞ þ ð1� u1ÞPfað1� u2Þð1� pÞ
þ u1ð1� u2ÞPfað1� pÞ þ ð1� u1Þð1� PfaÞs=2
þ u1ð1� u2Þð1� PfaÞs=2þ ð1� u1ÞP 3

fað1� u2Þð1� PfaÞð1� pÞ
þ ð1� u1ÞP 2

fað1� u2Þð1� PfaÞs=2Þð1� PfaÞ;
if ðsi; s�iÞ ¼ ðs1; s1Þ or ðsi; s�iÞ ¼ ðs2; s2Þ

ð1� u1Þð1� PfaÞð1� pÞ þ ð1� u1ÞPfað1� u2Þð1� PfaÞPfað1� pÞ
þ u1ð1� u2Þð1� PfaÞPfað1� pÞ;
if ðsi; s�iÞ ¼ ðs1; s2Þ

ð1� u2Þð1� PfaÞð1� pÞ þ ð1� u2ÞPfað1� u1Þð1� PfaÞPfað1� pÞ
þ u2ð1� u1Þð1� PfaÞPfað1� pÞ;
if ðsi; s�iÞ ¼ ðs2; s1Þ:

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(4)

For example in Eq. (4), when the CN i selects sensing order
s1 and the CN �i selects s2 then the user i can observe the
signal T and get uiðs1; T Þ ¼ 1 (see Eq. (1)) when: 1) In step 1,
the channel 1 is free from the primary user, the user does
not generate a false alarm in sensing, the user transmits and
its transmission is correctly decoded by its intended
receiver. The probability of this is given by the first term of
Eq. (4), when ðsi; s�iÞ ¼ ðs1; s2Þ. 2) In step 1, the channel 1 is
free from the primary user, but the user generates a false
alarm in sensing. In step 2, the channel 2 is free from the pri-
mary user, user �i generates a false alarm in channel sens-
ing in its first step, the user i does not generate a false alarm
in its sensing step 2, the user transmits and its transmission
is correctly decoded by its intended receiver. The probabil-
ity of this is given by the second term of Eq. (4), when ðsi;
s�iÞ ¼ ðs1; s2Þ. 3) In step 1, channel 1 is occupied by the pri-
mary user. In step 2, channel 2 is free from the primary
user, user �i generates a false alarm in sensing in its first
step, user i does not generate a false alarm in its sensing
step 2, the user transmits and its transmission is correctly
decoded by its intended receiver. The probability of this is
given in the third term of Eq. (4), when ðsi; s�iÞ ¼ ðs1; s2Þ.

In Appendix A, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TMC.2015.2412940, available online, we illus-
trate an example of the probability tree diagram method
used in deriving Eqs. (3) and (4). Note that Eq. (4) reduces
to Eq. (3) when s ¼ p ¼ 0. Moreover, s, p and Pfa are
assumed to be unknown to the CNs.

4.3 Envy-Ratio in the Proposed Game

We study the problem of efficient and fair utilization of
potentially available channels that may offer different pay-
offs due to their non-homogeneity. The concept of fairness
that we focus on is envy-freeness [36]. An outcome is envy-
free if no CN prefers the expected payoff of another CN to its
own, i.e., an envy-free outcome equalizes everyone’s payoffs.

We next define the envy-ratio of CN i for CN j as follows.

Definition 1. In an action profile s, the envy ratio of CN i for
CN j is the ratio of the reward obtained by j to the reward
obtained by i. It is given as

"ijðsÞ ¼
gj
�ðsj; s�j

�
; eÞ

gi
�ðsi; s�iÞ; e

� ; for gi
�ðsi; s�iÞ; e

�
> 0: (5)

In the repeated game, the average envy ratio of CN i for
CN j is given by

�ijðSa;S�Þ ¼ GjðSa;S�Þ
GiðSa;S�Þ : (6)

The highest average envy ratio between any pair of CNs is
given as

�ðSa;S�Þ ¼ maxf�ijðSa;S�Þ; i; j 2 N ; i 6¼ jg: (7)

Note that � in some sense indicates the worst-case fairness
for Sa and S�. Note also that an outcome is envy-free if
�ðSa;S�Þ ¼ 1.

In Fig. 4, we plot the envy ratio for an asymmetric out-
come of the two-CN, two-channel selection stage game as a
function of D, where D is the difference between the PU
absent probabilities in the “preferred” channel and the

Fig. 4. Envy ratio as a function of D for different scenarios. The probabil-
ity of PU being present (in preferred channel) is set to u1 ¼ 0:1 and u2 is
varied.

KHAN ET AL.: OPPORTUNISTIC CHANNEL SELECTION BY COGNITIVE WIRELESS NODES UNDER IMPERFECT OBSERVATIONS AND... 179



“non-preferred channel”. It can be seen in Fig. 4 that for
D ¼ 0 the envy ratio is one, i.e., CNs are indifferent between
the two sensing orders s1 and s2. As expected, the envy ratio
increases as D increases. Moreover, it can also be seen that
the envy ratio, for a fixed value of D, decreases for observa-
tions with false alarms. This seemingly counter-intuitive
result can be explained as follows. For an asymmetric out-
come when sensing observations are perfect, a CN can only
transmit in its first step (if the channel is free). The CN that
selects the sensing order s1 with the “preferred” channel in
its first step always transmits in that channel (if it is free)
and the other CN that selects the sensing order with the
“preferred” channel in its second step always transmits in
the “non-preferred” channel (if it is free), as it finds the
“preferred” channel busy. However, when the CNs have
non-zero probabilities of false alarms, the CN with the
“preferred” channel in its second step can be successful in
finding the “preferred” channel free if the CN visits that
channel and if it was PU-free but the other CN generated a
false alarm in its first step. This reduces the envy ratio.
Note, however, for observations with false alarms, the likeli-
hood of finding a free channel for the CNs is reduced.

We then state the following result.

Proposition 4.1. In the proposed sensing order selection game,

the highest envy ratio is ð1�u1Þ
ð1�uM Þ for the scenarios where N ¼ M

and CNs have perfect observations.

Proof. See [28, Proposition 4.1]. tu
An asymmetric action profile corresponds to orthogonal

sensing orders, i.e., each CN picks a different action. When

N � M there are MN total possible outcomes and out of

these total outcomes there are M!
ðM�NÞ! asymmetric outcomes.

For efficient channel utilization, we consider the scenarios
where the N CNs utilize the N top rows of Latin Square F

for the selection of sensing orders. This is reasonable as the
channel indices 1; 2; . . . ;M are ordered by increasing proba-
bility of the PU being present, hence the top N rows of F
dominate in terms of having channels (in their initial col-
umns) where PUs are less likely to be present. Note that for
N ¼ M, the entire matrix F of sensing orders is utilized by
a CN for the selection of sensing orders.

5 WIN-SHIFT LOSE-RANDOMIZE (WSLR)
STRATEGY FOR THE PROPOSED GAME,
ITS FAIRNESS AND COMPLEXITY

5.1 WSLR Strategy

In this section, we propose an adaptive WSLR strategy for
the channel sensing/access order selection game with
imperfect observations, where adaptations are in the auton-
omous choices by the CNs, of the channel sensing order.

The WSLR strategy is described in Fig. 5a. The core idea
of the WSLR strategy is as follows:

� The WSLR strategy utilizes adaptive randomization
based on feedback for the CNs to autonomously
arrive not only at orthogonal sensing orders but also
at orthogonal time slots in a virtual frame of size V

time slots, where V ¼ dNMe.

Note that when N � M, then V ¼ 1, i.e., each CN
updates its sensing order selection in every time slot. Before
delving into the analysis, let us first present the high-level
intuition that underlies the results in the rest of this paper.
Consider N autonomous selfish CNs which do not share
any information among themselves and can only use their
own feedback to infer the action of other CNs. Moreover,
they cannot store the history of their past observations and
outcomes. When these autonomous CNs have to search
multiple potentially available channels with non-homoge-
neous rewards for spectrum opportunities, they face com-
petition from one another to access the channels with
higher rewards. The end result of this competition is
reduced CN throughput due to collisions among CNs that
transmit simultaneously in the same channel. We are inter-
ested in finding a solution that allows CNs to autonomously
achieve the following objectives:

� To autonomously converge to those channel sensing
orders that minimize the likelihood of collisions
among the CNs. In Section 5.3, we provide a theoreti-
cal upper bound for convergence to those sensing
order selections that minimize the likelihood of colli-
sion among the CNs.

� To ensure fairness among distributed CNs compet-
ing for heterogeneous potentially available channels,
in Section 5.4, we will explain how the proposed
strategy achieves fairness among the CNs.

� To discourage selfish deviations, some punishment
mechanism must be devised. A selfish CN that
selects a channel sensing order with higher rewards

Fig. 5. a) Win-shift, lose-randomize (WSLR) strategy; b) two-state
automaton representation of the WSLR strategy.
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in a time slot may prefer to again select that sensing
order in the next time slots, and such deviations
should be discouraged through a punishmentmecha-
nism. In the proposed strategy, this is achieved by
triggering a switch to the randomization phase when
an unsuccessful transmission is observed. In Section 6,
for different scenarios, we show that the proposed
strategy is an equilibrium against unilateral selfish
deviations.

5.2 Complexity of the Proposed WSLR Strategy

The complexity of a strategy can be measured in many dif-
ferent ways. We consider the complexity of the WSLR strat-
egy in two different ways.

5.2.1 Complexity in the Context of Repeated Games

Played by the Automaton

In this paper, we consider strategies for CNs that can be exe-
cuted by a finite state machine called an automaton.

Definition 2. A machine (automaton) Ai for CN i in an infinitely

repeated game is defined by Ai ¼ hQi; q
0
i ; fi; tii, where Qi is a

finite set of states, q0i is the initial state, fi is an output function
that assigns a pure behavior to every state, and ti is a finite set
of transitions that determine for each state and for each
observed signal, to which state to go next. The set of observed
signals by a CN is X, i.e., X ¼ fUnsuccessful transmission
ðUÞ, Successful transmission ðT Þ, Channels found busy ðBÞg.
When repeated games are played by an automaton,

the number of states of the machine is often used as a
measure of complexity. In our work, the proposed strat-
egy requires only one-round of memory, as it responds
to the previous round of play, and hence can be imple-
mented by an automaton with only two states. Such a
two-state machine Ai ¼ hQi; q

0
i ; fi; tii of CN i (illustrated

in Fig. 5b) carries out the WSLR strategy in the context
of the opportunistic channel selection game and is

explained as follows: Qi ¼ fR; Sg, q0i ¼ R; fiðRÞ corre-
sponds to the following behavior: for the selection of
sensing/channel access orders, perform uniformly dis-
tributed random selection, i.e.,

p ¼ ½1=N; 1=N; . . . ; 1=N �; (8)

where pi represents the probability of selecting the ith sens-

ing/channel access order and
PN

i¼1 pi ¼ 1; fiðSÞ corre-
sponds to the following behavior: shift to the next sensing
order to visit the channels in the next time slot.

With q0i ¼ R being the start state, the rules of transition
are given by: 1) from state R and with observed signal
�i ¼ U , go to state R; 2) from state R and with observed sig-
nal �i ¼ T or �i ¼ B, go to state S; 3) from state S and with

observed signal � ¼ T or � ¼ B, go to state S; and 4) from
state S and with observed signal � ¼ U , go to state R.

Due to imperfect observations, the machine of CN i in the
opportunistic channel access game commits an error when
for any given state the incorrect signal is observed due to
channel error, co-channel interference tolerance and false
alarm. These errors will lead the machine of the CNs to erro-
neously move from the randomization state R to the shifting
state S, or from the shifting state S to the randomization
state R. For instance, a false alarm or the capture effect may
have the effect of a CN thinking that the two CNs have
selected different sensing orders when in fact they may
have selected the same sensing order. Moreover, imperfect
observations due to channel errors may have the effect of a
CN thinking that the two CNs have selected the same sens-
ing order when in fact they may have selected different
sensing orders.

5.2.2 Complexity in Terms of Information

Exchange Overhead

The only control information our method requires is: Ini-
tially, each CN obtains the statistics of primary users’ duty
cycles and the number of other active CNs through a spec-
trum access system and later there is no further control
information exchange in the network. The proposed WSLR
strategy involves little information exchange overhead and
can be be executed by a two state machine. Moreover, it
makes adaptive channel selection decisions based on simple
feedback outcomes (such as occurrence of a successful
transmission or a collision). These features along with the
recent advances in the implementation of programmable
wireless nodes (see [37], and references therein) makes it
possible that the proposed strategy can be incorporated into
wireless nodes that are built on flexible software defined
platforms.

We next provide some results pertaining to convergence.

5.3 Convergence to Conflict-Free Channel
Sensing/Access Orders

In Table 2 we provide average number of time slots (simu-
lated) required by the WSLR strategy to arrive at orthogonal
sensing orders for different scenarios.

Using the WSLR strategy, the stochastic process of chan-
nel sensing/access order selection can be modeled as a
finite-state absorbing Markov chain with N states, where N
is the number of CNs. For instance, when N ¼ 4 there are
four states in the Markov chain, a state ð4Þ means that all
four CNs randomly select a channel sensing order in a given
round, a state ð3;1Þ means that three CNs randomly select
while one CN does not perform random selection, a state
ð2;1;1Þ means that two CNs randomly select while two CNs
do not perform random selection, and state ð1;1;1;1Þ is an

TABLE 2
Average Number of Time Slots Required by the WSLR Strategy to Arrive at Orthogonal

Sensing Orders for Different N ¼ M Scenarios

N ¼ M ¼ 2 N ¼ M ¼ 4 N ¼ M ¼ 6 N ¼ M ¼ 8 N ¼ M ¼ 10

WSLR E½TTO� 1.7 9.1 26.9 111.8 400.2
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absorbing state, as no CN performs random selection. Using
the above absorbing Markov chain model one can theoreti-
cally calculate the number of time slots required for conver-
gence for a particular given N , but for any N a closed form
expression is difficult to obtain. Although it is difficult to
derive a closed-form expression for the average number of
time slots required for convergence, we provide a theoreti-
cal upper bound for convergence to those sensing order
selections that minimize the likelihood of collision among
the CNs.

Proposition 5.1. For N � M, the expected time-to-orthogonalize

(E[TTO]) using the WSLR strategy is E½TTO� � NN

N! time

slots.

Proof. See Appendix B, available in the online supplemental
material. tu
For the case of imperfect observations (due to channel

error) of feedback, we have performed comprehensive
numerical analysis in Section 7, and have shown that when
CNs have false alarms and channel errors the WSLR strat-
egy still outperforms other autonomous strategies.

5.4 Fairness

The proposed strategy ensures fairness among the CNs by
allowing them to autonomously share across time non-
homogeneous channel rewards. When all CNs play WSLR,
then in the steady state, all CNs will keep switching among
N sensing orders one by one. Under steady state, in a given
round t, when CN i selects sensing order s1 it gets a reward
of giðs1; ðs2; s3; . . . ; sNÞÞ, when CN j selects s2, it gets a
reward of gjðs2; ðs1; s3; . . . ; sNÞÞ, and so on. Then in round
tþ 1, CN i selects sensing order s2, and it gets a reward of
giðs2; ðs1; s3; . . . ; sNÞÞ, CN j selects s3, and it get a reward of
gjðs3; ðs1; s2; . . . ; sNÞÞ, and so on. This process of shifting to
the next sensing order is repeated and by sharing the N
sensing orders across time (rounds), the proposed strategy
equalizes everyone’s rewards and hence it ensures envy-
freeness. Numerical results related to the envy-freeness of
the proposed strategy are discussed in detail in the perfor-
mance evaluation section (Section 7).

6 ANALYSIS OF THE PROPOSED WSLR STRATEGY

AND REPEATED GAME

In this section, we present analytical results on the perfor-
mance of the proposed channel selection strategy for
sequential sensing. In Section 7, we also present results for
the scenarios where the CNs can sense only one channel in
a time slot.

6.1 Two-CN Two-Channel Scenario

When both CNs implement their strategies by automata A1

and A2, the pair of automata ðA1; A2Þ forms a system which
can be analyzed with a finite Markov chain. This allows us
to use the framework of Markov chains with rewards to cal-
culate analytically the expected payoff of a CN [38].

The state of the Markov chain is characterized by the
tuple v ¼ ðs;q�Þ, where s ¼ ðsi; s�iÞ is an action profile of

the two CNs and q� ¼ ðq�i ; q��iÞ corresponds to the signals

observed. For instance, the situation where the system is in

state
�ðs1; s2Þ; ðU;UÞ� corresponds to the scenario where the

two CNs have selected different sensing orders, the autom-
ata of both CNs are in the shift state and they both observe
unsuccessful transmissions signal (U). We represent the
transition probabilities by Pvv0 and the state space of the
Markov chain is represented by V (see Appendix C, avail-
able in the online supplemental material, for the details of
the calculation of expected payoffs using Markov chains
with rewards).

We show in [29] that the Markov chain above is an ergo-
dic unichain. The steady state reward per step for a CN i is
then independent of the starting state and is given by

�GiðAi;A�iÞ ¼
X
j2V

djĝj;i; (9)

where dj is the steady state probability of the jth state and
ĝj;i is the reward associated with the jth state for an individ-
ual CN i.

When the two CNs with observations utilize the adaptive
WSLR strategy there are jV j ¼ 12 states of the Markov
chain, and when the CNs have imperfect observations there
are jV j ¼ 36 states of the Markov chain.

Proposition 6.1. The WSLR strategy for the two-CN two-chan-
nel scenario (when adopted by both CNs that utilize automata
with no more than two states and have perfect observations) is
a Nash Equilibrium.

Proof. See Appendix D, available in the online supplemen-
tal material. tu
We next derive the conditions under which the WSLR

leads to a Nash Equilibrium, in the case of imperfect
observations.

Proposition 6.2. The WSLR strategy for the two-CN two-chan-
nel scenario (when adopted by both CNs that utilize automata
with no more than two states and have imperfect observations)
is a Nash Equilibrium for Pfa;p; s 2 ½0; 0:2�.

Proof. See Appendix E, available in the online supplemental
material. tu

6.2 N-CN andM-Channel Scenario, N � M

The steady-state payoff per time slot (when all autonomous
CNs with perfect observations play AWSLR, always WSLR)

for a CN is at least
PN

i¼1ð1� uiÞ=N , when N < M, and

exactly
PN

i¼1ð1� uiÞ=N for N ¼ M. The reason is as follows.
Consider N < M autonomous CNs that can sense only one
channel within the duration of a slot, i.e., k ¼ 1. It is easy to
see that in steady state, the CNs will keep switching among
the top N sensing orders of matrix F, and the steady state

reward per CN per time slot is
PN

i¼1ð1� uiÞ=N . Now con-
sider the case when each CN can sense more than one chan-
nel sequentially within the duration of a slot, i.e., k > 1.
Note that in the steady state, the probability of success in
the first step of any CN is not affected by the other compet-
ing CNs. However, in the later steps a CN can obtain a
channel if it visits a PU-free channel and no other CN has
already found that PU-free channel (in the previous steps).
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Hence, the expected reward of a CN is at least
PN

i¼1

ð1� uiÞ=N . For N ¼ M, in steady state, each CN can only
find a free channel in the first sensing step, hence the
steady state reward per time slot for a CN is exactlyPN

i¼1ð1� uiÞ=N .
Deriving the proof for equilibrium when N � M, where

N > 2, is challenging due to the combinatorial explosion in
the number of ways that N CNs can find channels free from
PUs and other CNs, and also the number of ways N CNs
can generate false alarms, experience channel errors and the
capture effect. To keep the analysis tractable, we next
provide proofs that an equilibrium exists for N � M CNs
with perfect observations for the scenarios where: 1) all
potentially available channels have the same expected
payoff values; and 2) different potentially available chan-
nels offer different expected payoff values. Moreover, in
Section 7, through extensive simulations we will analyze
the performance of the WSLR strategy for CNs with imper-
fect observations using a synthetic PU channel occupancy
model and also real PU spectrum occupancy data.

Proposition 6.3. The WSLR strategy for N autonomous CNs
and M potentially available channels, where N � M, when
adopted by all CNs that utilize the automata with no more
than two states, is an equilibrium for potentially available
channels with homogeneous rewards.

Proof. See Appendix F, available in the online supplemental
material. tu
To show the existence of an equilibrium when potentially

available channels have different reward values, we first
provide an upper bound on the reward of a CN i that
deviates from the WSLR strategy while all the other ðN � 1Þ
CNs follow the WSLR strategy.

Proposition 6.4. In the proposed game when a CN, say i, deviates

from AWSLR by playing AWB
i (Weighted Best strategy), i.e., by

selecting s1 ¼ ð1; 2; 3; 4; . . . ;MÞ, the preferred sensing order,

with probability q 2 ð0:5; 1� and sj with probability ð1�qÞ
ðN�1Þ, 8

sj 2 S, sj 6¼ s1, while all the other CNs play AWSLR, then its

expected reward per time slot is strictly less than ð1� 1
NÞN�1.

Proof. See Appendix G, available in the online supplemen-
tal material. tu
Next, we use Proposition 6.4 to show that playing AWSLR

leads to an Equilibrium.

Proposition 6.5. When
PN

i¼1ð1� uiÞ=N � ð1� 1
NÞN�1 then for

N CNs and M potentially available channels with non-homo-

geneous reward values, where N � M, playing AWSLR, when
adopted by all CNs that play automata with no more than two
states, is an equilibrium against theWeighted Best deviation.

Proof. See Appendix H, available in the online supplemen-
tal material. tu

For example, when N ¼ 4 CNs, the maximum expected
reward per time slot that the deviating CN i can obtain is
0.42 and it decreases with increasing N and M. Hence, for

ui 2 ½0; 0:58�, i 2 M, playing AWSLR, when adopted by all
CNs that use automata with no more than two states, is an

equilibrium against the Weighted Best deviation. We note
that in practice, this is indeed a reasonable condition, as
generally, it may not be efficient in terms of CN throughput
to allow opportunistic spectrum access in spectrum bands
where the probability of PU being active is high. Moreover,
the CNs may not be able to sense all the channels due to lim-
ited sensing and hardware capability. In order to increase
channel utilization efficiency, CNs should focus on utilizing
channels with low to medium PU activity [39].

7 PERFORMANCE EVALUATION

7.1 Simulation Results

Through extensive simulations, we evaluate and compare
the performance of the WSLR strategy for perfect and
imperfect observations using both synthetic and real PU
spectrum data.

Using simulations we evaluate the performance of the
proposed strategy in terms of: 1) total average payoff (total
average number of successful transmissions) per time slot
in the CN network ðPN

i¼1 GiÞ; 2) expected payoff of a CN i
per time slot ðGiÞ; 3) the highest value of the envy ratio �
between a pair of CNs; 4) average total unsuccessful trans-
missions in the CN network; 5) the effect of varying the
number of available sensing steps; and 6) the probability of
finding a channel free in the first sensing step (given that
the CN is successful). Our aim is also to compare the perfor-
mance of the WSLR strategy against: 1) when all CNs utilize
random selection of sensing orders (random strategy); 2)
when a centralized entity orthogonally allocates and shifts
sensing orders for each CN (centralized); and 3) an autono-
mous CN i considers deviating from the WSLR strategy
while all other CNs follow the strategy. The studied devia-
tions by the CN i are: a) always select the most preferred
sensing order s1 ¼ ð1; 2; . . . ;MÞ, always best (AB); and b)
always select s1 with probability q ¼ 0:75 and s2 with proba-
bility ð1� qÞ, weighted best (WB) deviation.

Figs. 6a, 6b, and 6c evaluate the total expected payoff per
time slot in the network, total expected collisions per time
slot in the network and expected payoff of a CN per time
slot under different scenarios. From Fig. 6a we can see that
using the WSLR strategy the network achieves almost
the same total expected payoff as achieved by a centralized
allocation. In Fig. 6b it can be seen that the total number of
collisions per time slot in the network for the WSLR strategy
are significantly fewer when compared to the other strate-
gies (apart from centralized allocation). Moreover, from
Figs. 6a, 6b, and6c we can see that the WSLR strategy per-
forms significantly better as compared to when a CN con-
siders deviating while all the other CNs follow the WSLR
strategy, or when all N CNs in the network utilize random
selection of sensing orders.

Next, in Figs. 7a and 7b we explore the impact of imper-
fect observations on the expected payoff per time slot of a
CN i as a function of N ¼ M total CNs in the network.
From the two figures we can see that the WSLR strategy still
achieves the highest expected payoff per time slot for the
CN i as compared to the other distributed strategies.
Note that in Figs. 7a and 7b the loss in the expected reward
of the CN i asN ¼ M increases is due to the non-homogene-
ity in channel availability statistics, i.e., due to primary user
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duty cycle statistics vector Q ¼ ð0:1; 0:2; 0:2; 0:3; 0:3; 0:5; 0:5;
0:5; 0:5; 0:5Þ. The availability probabilities of the first 5 chan-
nels are at least 70 percent and the availability probabilities
of the last five channels are 50 percent. Hence, as N ¼ M
increases, the expected payoff of the CN i decreases, as with
the increasing number of CNs the number of potentially
available channels also increases but with high probability
of a PU being present. Moreover, the loss in the expected
payoff of the CN i with increasing N ¼ M is also due to
channel errors. When p > 0, in a given time slot if all the
CNs arrive at orthogonal sensing orders, then an unsuc-
cessful transmission (due to channel error) in any later
time slot will lead a CN to erroneously move from shift-
ing to randomization phase, in which case orthogonality
may be lost, leading to reduced reward values. However,
Figs. 7a and 7b also show that for imperfect observations
our proposed strategy enables the CNs to increase their
payoff as compared to other distributed strategies. It also
shows that when observation errors are not significant
the proposed strategy performs similarly to the central-
ized strategy.

In Table 3, we evaluate P �
s;1, i.e., the probability of finding

a channel free in the first step (given that the channel is
free), for the scenarios where the CNs have perfect sensing

and where CNs have false alarms in their observations. It
can be seen that using the WSLR strategy P �

s;1 is between

0.96 to 0.98. This reduces the overhead of multiple sensing
steps incurred by a CN. The reduced number of sensing
steps required to find a channel free in turn increases the
throughput per time slot of a CN.

7.2 Performance Evaluation Using Real Spectrum
Occupancy Data

In Table 4, we evaluate the effectiveness of our proposed
strategy for perfect and imperfect observations by testing
it with real spectrum occupancy data collected in the
DECT bands. It can be seen that in all scenarios the
WSLR strategy performs equally well as centralized
orthogonal allocation of sensing orders for perfect obser-
vations and it outperforms all other strategies. Due to
imperfect observations, there is some degradation in per-
formance as compared to the centralized orthogonal allo-
cation of sensing orders but the proposed strategy still
outperforms the other strategies. Moreover, it can also be
seen that the WSLR strategy also ensures envy-freeness
among the competing CNs. Table 4 also shows that
when the random selection of sensing orders (rand) is

Fig. 6. For N ¼ M ¼ 10 CNs with perfect observations, a) Total expected reward per time slot in the network ðPN
i¼1 GiÞ as a function of time slots for

different scenarios; b) total expected unsuccessful transmissions in the network as a function of time slots; and c) expected payoff per time slot for a
CN i ðGiÞ as a function of time slots. In all considered scenarios Q ¼ ð0:1; 0:2; 0:2; 0:3; 0:3; 0:5; 0:5; 0:5; 0:5; 0:5Þ represents the primary user duty cycle
statistics vector for channels 1 toM, respectively.
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adopted by all CNs, it ensures fairness; however, it sig-
nificantly reduces the total average payoff per time slot
in the CN network. When a CN considers deviating,
while all other CNs follow the WSLR strategy (see always
best and weighted best in Table 4), it can be seen that
there is no incentive to deviate from the WSLR strategy.
Moreover, when a CN deviates, although the total aver-
age payoff per time slot in the CN network is higher
when compared to the random selection of sensing
orders, a deviating CN significantly reduces the total
expected payoff per time slot as compared to when all
the CNs adopt the WSLR strategy. This is consistent with
the results shown for synthetic data.

Unlike previous scenarios where N ¼ M CNs were
active in the network, next we consider a scenario where
N < M. Using the real spectrum occupancy data collected
in the DECT bands by RWTH Aachen, in Fig. 8, we consider
sequential channel sensing and evaluate the effect of vary-
ing the number of sensing steps on the performance of the
different strategies in terms of total expected payoff in the
network per time slot. It can be seen in Fig. 8 that when all
the CNs utilize the WSLR strategy then the expected payoff
per time slot of a CN increases as the number of sensing
steps increases. However, it can also be seen in Fig. 8 that in
the presence of a deviating CN, when all other CNs follow
the WSLR strategy, there is little gain when more sensing
steps are utilized for sensing. This is because for a given N
and M, as k increases and when all the CNs utilize the

Fig. 7. Expected payoff per time slot of the CN i ðGiÞ as a function of
N ¼ M CNs for different scenarios. Q ¼ ð0:1; 0:2; 0:2; 0:3; 0:3; 0:5; 0:5;
0:5; 0:5; 0:5Þ represents the primary user duty cycle vector for channels 1
toM.

TABLE 3
Probability of Finding a Channel Free in First Step (Given that the Channel is Free) whenN ¼ M ¼ 10

Pfa ¼ 0 Pfa ¼ 0:1

WSLR Random Weighted Best Fixed Best WSLR Random Weighted Best Fixed Best

P �
s;1 0.9895 0.7302 0.7476 0.7352 0.962 0.7358 0.7483 0.7338

TABLE 4
Highest Average Envy Ratio � Between A Pair of CNs in the

Network, and Average Total Payoff in the Network

Per Time Slot
P8

i¼1 Gi as A Function of N ¼ M ¼ 8
for Different Scenarios and Strategies

Pfa ¼ p ¼ s ¼ 0 Pfa ¼ 0:1;p ¼ s ¼ 0 Pfa ¼ 0;p ¼
s ¼ 0:05

�
P8

i¼1 Gi
�

P8
i Gi

�
P8

i¼1 Gi

Centralized 0:37
0:37 ¼ 1 2.96 0:37

0:37 ¼ 1 2.928 0:35
0:35 ¼ 1 2.85

WSLR 0:369
0:369 ¼ 1 2.95 0:36

0:36 ¼ 1 2.912 0:31
0:31 ¼ 1 2.4

Random 0:20
0:20 ¼ 1 1.6 0:23

0:23 ¼ 1 1.852 0:20
0:20 ¼ 1 1.6

Always Best 0:236
0:162 ¼ 1:46 1.83 0:26

0:19 ¼ 1:38 1.94 0:23
0:16 ¼ 1:4 1.65

Weighted Best 0:236
0:163 ¼ 1:44 1.81 0:25

0:18 ¼ 1:4 1.96 0:22
0:15 ¼ 1:5 1.7

Real spectrum occupancy data collected in the DECT bands by RWTH Aachen
is utilized for channels 1 toM.

Fig. 8. Total expected payoff per time slot ðPN
i¼1 GiÞ as a function of the

number of sensing steps k, with N ¼ 5 CNs, M ¼ 10 channels (sequen-
tial channel sensing).
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WSLR strategy, it becomes more likely for a CN to find free
channels in the later sensing steps as the WSLR strategy
allows them to arrive at conflict-free allocations. When a
CN deviates, while all other CNs stay on the WSLR strategy,
the CN can either find a free channel in its initial sensing
steps when the CN is the sole radio following this sensing
order, or it may collide with the other CNs when some other
CN also selects the same sensing order and fails to find a
free channel during that time slot. Hence, further increasing
the number of sensing steps provides little gain.

For N ¼ 20 CNs and M ¼ 10 channels, we evaluate and
compare the performance of the WSLR strategy with ran-
dom selection and also with the centralized strategy in
Table 5. It can be seen that the WSLR strategy performs sim-
ilarly to the centralized orthogonal strategy.

8 CONCLUSIONS

We have studied the problem of coexistence among multi-
ple autonomous cognitive nodes which compete for a com-
mon pool of potentially available channels. We have
considered the real spectrum occupancy data collected at
RWTH Aachen and found that spectrum resources can be
non-homogeneous in terms of primary user occupancy. The
non-homogeneity in resources leads to conflict in payoff
distribution among autonomous CNs in the network. To
address this challenge, we have designed an adaptive win-
shift lose-randomize strategy. To analyze the impact of
imperfect observations and/or selfish deviations of a CN on
the stability of the proposed WSLR strategy, we have uti-
lized the framework of repeated games with imperfect
observations and limited memory. We have shown that the
proposed strategy maximizes the total average number of
successful transmissions in the network, ensures fairness by
allowing the autonomous CNs to engage in inter-temporal
sharing of the non-homogeneous rewards from cooperation,
and allows the CNs to find a free channel quickly as com-
pared to the other strategies. Moreover, using real PU spec-
trum occupancy data, we have conducted extensive
simulations and have explored the effects of false alarm,
channel error, and co-channel interference tolerance on the
performance of our proposed strategy. We have found that
results from the real primary spectrum occupancy data are
consistent with the results shown for synthetic data.
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